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Abstract

Multi-class problem is the class of problems having more
than one classes in the data set. Bayesian Network (BN)
is a well-known algorithm handling the multi-class prob-
lem and is applied to different areas. But BN cannot han-
dle continuous values. In contrast, Genetic Programming
(GP) can handle continuous values and produces classifica-
tion rules. However, GP is possible to produce cyclic rules
representing tautologic, in which are useless for inference
and expert systems. Co-evolutionary Rule-chaining Genetic
Programming (CRGP) is the first variant of GP handling
the multi-class problem and produces acyclic classification
rules [16]. It employs backward chaining inference to carry
out classification based on the acquired acyclic rule set. It
can handle multi-classes; it can avoid cyclic rules; it can
handle input attributes with continuous values; and it can
learn complex relationships among the attributes. In this
paper, we propose a novel algorithm, the Chaining Genetic
Programming (CGP) learning a set of acyclic rules and to
produce better results than the CRGP’s. The experimen-
tal results demonstrate that the proposed algorithm has the
shorter learning process and can produce more accurate
acyclic classification rules.

1 Introduction

BN is a powerful network model, which represents a set
of attributes in the multi-class problem and provides the
probabilistic relationships among them. But it cannot han-
dle continuous values, they must be discretized and thus the
order information is lost [4, 14]. Heckerman et al. proposed
methods of learning a network that contains Gaussian distri-
butions [5]. Monti et al. used neural networks to represent
the conditional densities [13].

GP is a branch of evolutionary computation (EC). It is
applied to different areas, like shortest path finding, pattern
recognition, classification and clustering [3]. Teredesai el

al. described the Recurrent Genetic Programming handling
the on-line handwritten classification problem [17]. Kishore
et al. proposed a GP model to solve the multi-category pat-
tern classification problem [9]. Wilson’s XCS [18], XCSI
[19] and sUpervised Classifier System [2] are well-known
classification algorithms based on learning classifier sys-
tem. However, all of them cannot produce acyclic rules.

Acyclic rules are important and necessary for inference
and expert systems. No meaningful result can be inferred
from cyclic rules and they represent tautologic only. An
example of cyclic rules is,

if class 0 = 1, then class 2 = 3
if class 3 = 0, then class 0 = 1
if class 2 = 3, then class 3 = 0

we cannot infer the class 2’s values, as they ultimately
depend on themselves though a cycle of rules.

Shum et al. proposed the CRGP, which is the first EC
algorithm handling the multi-class problem [16]. It learns a
set of acyclic classification rules representing the relation-
ships among the attributes and it can handle input attributes
with continuous values.

In this paper, we propose the CGP to solve the multi-
class problem. Compared with the CRGP, it can learn more
accurate acyclic rules and has the shorter learning process.
The remaining parts of the paper are organized as follows.
We describe the proposed algorithm in the next section. The
experimental results are presented in Section 3. The sum-
mary appears in the last section.

2 The Proposed Algorithm

The problem addressed in this study is learning classifi-
cation rules without cycle in the inference process for the
multi-class problem. Each attribute of the problem is re-
garded as either an input attribute or a class. The relation-
ships among the attributes will be represented by rules.
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The CGP is a GP based on backward chaining [8]. It has
a population of rules. Unlike the CRGP, it has no migration;
it has no epoch; it has a co-operating scoring stage; and it
does not infer the classes’ values during the learning pro-
cess. The CGP has the lower computation complexity and
produces more accurate acyclic rules. The population is di-
vided into sub-populations, in which increase and maintain
the diversity of rules. Backward chaining can find out cy-
cles through the inference process and cyclic rules have to
be avoided.

2.1 Initialization of Population

The CGP employs the Michigan approach [7]. It
starts with a population, which in turn consists of n sub-
populations of rules, where n is equivalent to the number of
classes. Each sub-population is assigned to learn a differ-
ent class. For instance, sub − population0 learns class 0,
sub− population1 learns class 1 and so on.

The rules represent the relationships among the at-
tributes. They are of the form, < antecedent >→<
consequent >. The < antecedent > and <
consequent > are in the prefix form. The function set is
defined as F = {∧, >,≤,=, 6=}. An example of rule is
< ∧(= class1 1)(> attribute2 49) >→<= class2 0 >.

The sub-populations have the same and fixed number of
rules and they are initialized randomly.

2.2 Fitness Evaluation

The CGP uses a support-confidence based fitness func-
tion and token competition to evaluate the rules’ fitness
[1, 10]. The support measures the coverage of a rule. It
is the ratio of the number of data items classified correctly
by the rule to the total number of data items. The confi-
dence factor (cf) is the confidence of the consequent part to
be true when the antecedent part is satisfied, which reflects
the rule’s classification accuracy. It is calculated as the ratio
of the number of data items satisfying both of the antecedent
and consequent parts to the number of data items satisfying
the antecedent part only. The fitness function is defined as
follows:

fitness =
{

support, if support < min
support + cf part, otherwise

(1)

and cf part is

cf part = cf ∗ log(
cf

prob
) (2)

where cf is both/consq, prob is consq/total, min is the user-
defined threshold, both is the number of data items satis-
fying both of the antecedent and consequent parts, consq
is the number of data items satisfying the consequent part
only and total is the total number of data items.

2.3 Co-operation and Co-evolution

The sub-populations co-operate together through back-
ward chaining. Backward chaining is a well-known infer-
ential methodology. Given a class, some facts and some
rules, it forms backward chains of rules and proves if the
class can be satisfied.

Co-operating scoring stage occurs after the fitness eval-
uation and the cyclic relationships in the rules will be de-
tected and eliminated. The rules are assessed if they can
well co-operate with the others and co-operating scores are
then assigned. Those rules form no cycle with the others
and produce accurate inferential results will have the higher
co-operating scores.

Tables 1 and 2 show the pseudocodes of the co-operating
scoring and backward chaining procedures respectively.
The co-operating score is calculated as follows:

co− operating score =
∑

k

fitk (3)

where fitk is the fitness value of the kth rule in the back-
ward chain of rules.

In the beginning, all the rules’ co-operating scores are set
to 0. They are then assessed one by one. 1) The rule being
assessed becomes the first and only rule in the backward
chain of rules; 2) if the rule contains one or more classes
in the < antecedent >, a copy of the backward chaining
procedure will be invoked for each of the classes; 3) the
backward chaining procedure selects the rules inferring the
class value that is being looking for from the corresponding
sub-population and collect them as a pool; 4) in the pool,
a rule forming no cycle with the others in the backward
chain is selected by Roulette Wheel method, according to
their fitness value [11]. Higher fitness value, higher chance
to be selected; 5) if the selected rule further contains one
or more classes in the < antecedent >, another copy of
the backward chaining procedure will be invoked for each
of the classes; 6) if no rule in the pool can form no cy-
cle with the others in the backward chain, the rule selection
process will be ended; 7) after finished all the copies of the
backward chaining procedure, the co-operating score of the
backward chain is calculated by the co-operating scoring
function, Equation 3. It is the sum of the fitness values of
all the rules in the backward chain; and 8) check all the rules
in the backward chain if their co-operating score is smaller
than the backward chain one. If so, their co-operating score
will be updated to the latter one.

The backward chaining procedure selects the better
rules, instead of the best one to form backward chain.
Higher fitness value higher chance to be selected. If the
backward chaining procedure always selects the best rule,
the learning process would likely to stick into a local opti-
mal and the learning performance is likely heavily degraded
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Table 1. The pseudocode of the Co-operating Scoring Procedure.
1. set i = 0.
2. while i < the number of sub-populations,
2.1 set j = 0.
2.2 while j < the number of rules of sub− populationi,
2.2.1 set the co-operating score of the jth rule in sub− populationi = 0
2.2.2 j = j + 1.
2.3 i = i + 1.
3. set i = 0.
4. while i < the number of sub-populations,
4.1 set j = 0.
4.2 while j < the number of rules of sub− populationi,
4.2.1 the jth rule in sub− populationi becomes the first and only rule in the backward chain of rules.
4.2.2 if the jth rule contains one or more classes in its < antecedent >,
4.2.2.1 a copy of the backward chaining procedure is invoked for each of the classes.
4.2.3 calculate the co-operating score of the backward chain by the co-operating scoring function.
4.2.4 set k = 0.
4.2.5 while k < the number of rules in the backward chain.
4.2.5.1 if the co-operating score of the kth rule in the backward chain < the co-operating score of

the backward chain
4.2.5.1.1 set the co-operating score of the kth rule in the backward chain = the co-operating score

of the backward chain
4.2.5.1.2 k = k + 1.
4.2.6 j = j + 1.
4.3 i = i + 1.

Table 2. The pseudocode of the Backward Chaining Procedure.
input: the class and the class value being looking for

the backward chain of rules
1. set i = 0
2. set j = the class number of the class being looking for.
3. set the pool of rules = {}.
4. while i < the number of rules of sub− populationj ,
4.1 if the ith rule in sub− populationj infers the class value being looking for,
4.2 add the ith rule into the pool.
4.3 i = i + 1.
5. if the pool 6= {},
5.1 select a rule from the pool by Roulette Wheel method according to the fitness value
5.2 remove the selected rule from the pool.
5.3 while the selected rule form cycle with the others in the backward chain and the selected rule 6= NULL
5.3.1 if the pool 6= {},
5.3.1.1 select another rule from the pool by Roulette Wheel method, according to the fitness value
5.3.1.2 remove the selected rule from the pool.
5.3.2 else
5.3.2.1 set the selected rule to NULL.
5.4 if the selected rule 6= NULL,
5.4.1 the selected rule is appended to the backward chain.
5.4.2 if the selected rule further contains one or more classes in the < antecedent >,
5.4.2.1 another copy of backward chaining procedure is invoked for each of the classes
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Figure 1. Examples of backward chain of rules.

by an accidentally poor performed sub-population. Figure
1 shows two examples of backward chain of rules. The
left backward chain is longer and its rules have higher fit-
ness values, thus the co-operating score of the backward
chain is higher. The only condition stopping the right back-
ward chain to grow is cycle. Since there is no suitable rule
that would form no cycle with the others in the backward
chain, the chain is stopped to grow and thus has smaller co-
operating score.

The co-operating score of the backward chain is the sum
of the fitness values of all the rules in the chain, which re-
flects the chain’s overall performance. More better rules
higher the co-operating score. The rules only keep one co-
operating score, regardless the number of backward chains
that they have participated in, i.e. only the highest one is
kept.

Therefore, the rules’ co-operating scores memorize the
best overall performance that the rules have achieved with
the others. Those rules that have participated in a long back-
ward chain of better rules will have the higher co-operating
scores. In result, the co-operating scoring stage encourages
well co-operated acyclic rules.

The sub-populations co-evolve together. Initially, the
sub-populations only have poor-performed rules, so it is
difficult to form backward chain with higher co-operating
score. As the learning process goes on, the quality of the
rules improves and better backward chain becomes possi-
ble.

2.4 Genetic Operators and Reproduction

The CGP employs four canonical genetic operators of
GP to reproduce offsprings; they are the crossover, the mu-
tation, the reproduction and the dropping conditions [12].
Firstly, the rules are selected by Roulette Wheel method,
according to their co-operating scores [11]. Higher co-
operating score higher chance to be selected. Secondly, the
selected rules are applied with one of the genetic operators,
to reproduce offsprings. The rules can breed with the oth-
ers in the same sub-population only. Then, all the rules and
offsprings in the same sub-population compete with each

Figure 2. The architecture of the CGP.

other. The best half of them is preserved as the new sub-
population for the next generation.

When the maximum number of generations is met, the
learning process is terminated and all of the rules in the
population are collected together as the resultant rule set.
Figures 2 and 3 show the architecture and the flow of the
CGP respectively.

3 Experiments

3.1 Experimental setting

We compared the CGP with the CRGP, the Multi-
population Genetic Programming (MGP) and the GP. The
maximum number of generations of the CGP is equalvent
to the product of the number of generations in an epoch and
the number of epochs of the CRGP. The MGP is a multi-
population GP. It has no migration and no backward chain-
ing. The GP is a canonical GP, the number of individuals in
the population is equalvent to the total number of individu-
als of all populations of the CRGP and the maximum num-
ber of generations is equalvent to the product of the number
of generations in an epoch and the number of epochs of the
CRGP. In short, all the algorithms have the same total num-
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Figure 3. The flow of the CGP.

ber of generations and the same total number of individuals.
We implemented the CGP, the CRGP, the MGP and GP in
C++. They have the same implementation details, operating
parameters and operating environment.

3.2 Data Sets

We evaluated the CGP on two real-life data sets. The first
one, ”Asia” is from UCI Machine Learning Repository [6].
It has 7 attributes and 1000 data items. Figure 4 shows the
relationships among the attributes of the Asia. The second
one, ”Fracture” is from the Orthopaedie Department of the
Prince of Wales Hospital of Hong Kong. Figure 5 shows
the relationships among the attributes of the Fracture. It
consists of records of children with limb fractures admitted
to the hospital in the period 1984-1996. The Fracture was
used in [15]. It has 6 attributes and 4884 data items. The
data items were originally recorded in text format, we pre-
processed them to remove the typo-errors and those data
items having missing value were removed, since it is not
viable to replace them with average values.

3.3 Evaluation Methods

The algorithms were evaluated in term of the inferential
accuracy. After finished the learning process, the rules pro-

Figure 4. The relationships among the at-
tributes of the Asia.

Figure 5. The relationships among the at-
tributes of the Fracture.
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duced by the algorithms were collected together as the re-
sultant rule set as the typical evaluation method of EC [15].
Then the rule sets were used to infer the values of the classes
though the backward chaining inference, in other words, the
classes’ values were inferred by the input attributes’ values
though the inference process. Finally, we compared the in-
ferred values with the real ones in the data sets and calcu-
lated the inferential accuracies. We also compared the infer-
ential accuracies among the algorithms by T-test. Smaller
T-test values more significance of the improvements (and
less chances were caused by stochastic effect). The T-test
values were calculated by Microsoft Excel 2003 SP1.

Since cyclic rules cannot be fired in the inference process
(and expert systems) and the MGP, the GP and the other
algorithms are possible to produce cyclic rules, their infer-
ential accuracies should be lower than the CGP’s and the
CRGP’s.

We compared the computation times between the CGP
and the CRGP as well. Since they are different in archi-
tecture and flow, we cannot compare their learning perfor-
mance in term of the number of evaluations. Instead, the
number of seconds of a run is used.

The data sets were split into two parts. 66% of the data
items were used for the learning, the rest of them were used
for the evaluation. For all of the algorithms, we specified the
input attributes. All the results are based on 10 independent
runs.

3.4 The Asia results

The values of the number of epochs, the maximum num-
ber of generations, the number of rules, the maximum depth
of a rule, the crossover rate, the mutation rate, the reproduc-
tion rate and the dropping condition rate are 100, 10, 10, 15,
0.6, 0.4, 0 and 0.1 respectively.

Tables 3 and 4 show the inferential accuracy results and
the comparisons respectively. The values in between paren-
thesis are the best results of the 10 independent runs. The
first columns in the tables show the sum of the inferential
accuracies of all the classes. They show both of the CGP
and the CRGP outperformed than the others, especially for
classes 1, 2 and 3. It was because both of the MGP and
the GP produced a lot of cyclic rules which could not be
fired in the inference process (and expert systems). Further-
more, as their rules are difficult to form longer and better
backward chains of rules and infer all the classes’ values
then, they cannot achieve better inferential accuracy for all
of the classes simultaneously, but some of them. Different
runs very different inferential accuracies for the classes, i.e.
their results are very fluctuated. In result, their best and av-
erage results are quite different with each other. Besides,
the CGP did better than the CRGP, it got 22% improvement
over the CRGP on the sum of the inferential accuracies.

Table 9. Computation time comparison re-
sults between the CGP and the CRGP.

Asia Fracture

CGP (second) 58.49 66.74
CRGP (second) 197.36 364.94
Improvement(%) 70.36 81.71
T-test 5.70 ∗ 10−3 2.54 ∗ 10−4

Table 5 shows the T-test comparison results. As the t-
test values are very small, the improvements of the CGP
over the others are significant.

3.5 The Fracture results

The values of the number of epochs, the maximum num-
ber of generations, the number of rules, the maximum depth
of a rule, the crossover rate, the mutation rate, the reproduc-
tion rate and the dropping condition rate are 100, 10, 10, 15,
0.4, 0.4, 0.1 and 0.1 respectively.

Tables 6 and 7 show the inferential accuracy results and
the comparisons respectively. Similar to the ones of the
Asia, they show both of the CGP and the CRGP did bet-
ter than the others, for all of the classes and the CGP got
better than the CRGP as well. Table 8 shows the T-test com-
parison results. It shows the improvements of the CGP are
significant and were not simply caused by stochastic effect.

Table 9 shows the computation time comparisons be-
tween the CGP and the CRGP. It shows the CGP got the sig-
nificant less computation time than the CRGP. Inference is
a time consuming process, unlike the CRGP, the CGP does
not infer the classes’ values during the learning process and
thus a large portion of the computation time is saved.

The experimental results show the multi-class problem
cannot be solved by traditional classification algorithms,
like the MGP and the GP; Shum et al. also demonstrated
that even the sophisticated decision tree algorithm, C5.0
cannot manage this problem [16]. They are likely to pro-
duce cyclic results representing tautologic. The CGP and
the CRGP are the only EC algorithms producing acyclic
rules for inference and expert systems. The results also
show the CGP outperformed than the CRGP, both in terms
of the inferential accuracy and the computation time.

4 Summary

In this paper, we propose a novel algorithm, the CGP to
learn a set of acyclic rules. It has the shorter learning pro-
cess and can produce more accurate acyclic classification
rules. Unlike BN, it can handle input attributes with contin-
uous values. We evaluated its performance on two real-life
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Table 3. Inferential accuracy results for the Asia.
sum (%) class 0 (%) class 1 (%) class 2 (%) class 3 (%) class 4 (%) class 5 (%)

CGP 488.52 (496.06) 99.09 (99.09) 94.64 (94.64) 92.73 (92.73) 88.12 (88.18) 53.97 (60.91) 60.97 (61.52)
CRGP 399.64 (495.70) 94.76 (96.70) 72.24 (94.55) 63.79 (90.24) 62.33 (89.70) 54.21 (64.24) 52.30 (57.27)
MGP 313.39 (418.48) 98.67 (99.70) 64.94 (90.60) 34.27 (90.00) 14.85 (14.85) 51.15 (66.36) 49.52 (56.97)
GP 309.61 (421.82) 98.55 (99.09) 66.55 (93.33) 38.36 (92.42) 13.09 (13.64) 43.33 (62.12) 49.73 (61.21)

Table 4. Comparison results between the CGP and the others for the Asia.
sum (%) class 0 (%) class 1 (%) class 2 (%) class 3 (%) class 4 (%) class 5 (%)

CGP and CRGP 22.24 (0.07) 4.57 (-0.60) 29.61 (-0.96) 45.37 (2.75) 41.37 (-1.69) -0.44 (-5.10) 16.57 (7.40)
CGP and MGP 55.88 (18.54) 0.43 (-0.06) 44.19 (3.34) 170.56 (3.03) 493.47 (493.87) 5.50 (-8.22) 23.13 (7.98)
CGP and GP 57.78 (17.60) 0.55 (0.00) 40.71 (0.32) 141.70 (0.32) 573.14 (546.67) 24.55 (-1.95) 22.60 (0.50)

Table 5. T-test comparison results between the CGP and the others for the Asia.
class 0 class 1 class 2 class 3 class 4 class 5

CGP and CRGP 3.14 ∗ 10−3 0.08 5.97 ∗ 10−4 1.53 ∗ 10−34 0.30 1.97 ∗ 10−5

CGP and MGP 2.56 ∗ 10−3 0.03 2.46 ∗ 10−4 1.21 ∗ 10−45 0.39 1.85 ∗ 10−4

CGP and GP 3.14 ∗ 10−3 0.03 5.79 ∗ 10−4 5.59 ∗ 10−43 0.37 1.07 ∗ 10−4

Table 6. Inferential accuracy results for the Fracture.
sum (%) class 0 (%) class 1 (%) class 2 (%) class 3 (%) class 4 (%)

CGP 239.55 (263.40) 67.85 (73.33) 24.58 (32.69) 38.97 (42.12) 72.80 (74.88) 35.35 (40.38)
CRGP 220.43 (255.65) 63.08 (72.52) 27.29 (32.82) 36.79 (41.56) 60.98 (71.09) 32.30 (37.66)
MGP 77.08 (191.50) 19.71 (72.15) 5.42 (25.31) 5.64 (24.07) 27.94 (43.98) 18.37 (25.99)
GP 55.99 (187.03) 10.83 (71.84) 4.94 (22.95) 8.06 (18.92) 19.73 (45.97) 12.43 (27.36)

Table 7. Comparison results between the CGP and the others for the Fracture.
sum (%) class 0 (%) class 1 (%) class 2 (%) class 3 (%) class 4 (%)

CGP and CRGP 8.67 (3.03) 7.56 (1.11) -9.91 (-0.37) 5.92 (1.34) 19.38 (5.32) 9.45 (7.25)
CGP and MGP 210.78 (37.54) 244.26 (1.63) 353.95 (29.17) 591.09 (75.00) 160.55 (70.24) 92.37 (55.37)
CGP and GP 327.82 (40.83) 526.76 (2.07) 397.24 (42.43) 383.60 (122.62) 268.90 (62.89) 184.33 (47.62)

Table 8. T-test comparison results between the CGP and the others for the Fracture.
class 0 class 1 class 2 class 3 class 4

CGP and CRGP 1.71 ∗ 10−4 1.73 ∗ 10−5 6.00 ∗ 10−8 1.26 ∗ 10−7 1.68 ∗ 10−4

CGP and MGP 6.61 ∗ 10−5 5.94 ∗ 10−6 1.59 ∗ 10−8 2.93 ∗ 10−7 2.31 ∗ 10−5

CGP and GP 1.70 ∗ 10−4 1.73 ∗ 10−5 6.17 ∗ 10−8 2.67 ∗ 10−7 6.05 ∗ 10−5
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data sets. The experimental results show the CGP outper-
formed than the CRGP, the MGP and the GP. With the flex-
ibility of GP, the CGP can learn complex relationships that
cannot be handled by BN.
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